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Visibility is key — monitoring has become a necessity




Visibility is key — monitoring has become a necessity
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Tool overload

tea
. CE | FVH 3,542 alerts are in
ca Nagios & Mlcmsofté{j, Moogsaft EEDATADOG
W ) | n Ao gt i . ~ Nothing in
eb-scale and Rehnalagies _gyerhed -%Prometheus
fine

Automation SoOlarwinds

{) APPDYNAMICS

Container and
Microservices

DevOps

Digital Experience

The new enterprise cloud = more tools + same old problems
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What are you missing?

Hybrid
Multi-Cloud The typlcal
organization monitors
> no more than 5%
of their apps for
performance and
Container and availability.
Microservices
Because the effort is
DevOps

too much and the
tooling can’t scale.

Digital Experience

& RedHat | ZJCYyNaLrace




Microservices — traditional monitoring doesn’t work

Hybrid
Multi-Cloud Agent explosion Or Rely on container metrics

Web-scale and
Docker Dashboard

Automation

Total Containers - 5 Total Images - 41

NGINX a ent& il t‘
45—\ agen
Java agent
4 Node.js agent ' l—- | | | Log agent
J

Container CPU Container Memory

ava agent

DevOps

Digital Experience

Installing agents into every container does

This doesn’t represent application performance
not scale
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Trying to innovate faster with DevOps?

Hybrid
Multi-Cloud

Web-scale and

Automation .
can your biz + dev + ops

teams move faster when...
Container and

Microservices E
traditional tools cannot auto-adapt to change?

and the teams don’t share a single source of truth?

Digital Experience
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Bad user experience? Game over.

Hybrid Performance Impact Root cause
Multi-Cloud

Web-scale and
Automation

of mobile users abandon session if of customer expect online help

of users will not return after negative

longer than 3 seconds to load resolution within 5 minutes

experience

Container and

Microservices Ratings and Reviews

1.7

It's the worst

DevOps

t's always troublesome to book through this app. Why will your team create this app

Traditional tools are blind to the most important perspective of all...

the real experience of your end users.
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Dynatrace understood transformation needs!

No more bag of tools and wasted time.

a q q - =)
Cover it all, in one automatic, . o o o
.. ’
Al-powered platform. % v ,o__.'

Automatic Full Stack
Zero-touch configuration, continuous End-to-End, Top to Bottom, From End User
discovery and relationship mapping in real- experience to Infrastructure health
time, instant answers and precise
causation.

Smart

Web-Scale

Davis, Deterministic Al

Answers, not only more data on same view Scale-out cloud native architecture,
automatic enterprise-wide deployment.

APls O ‘\ Confidential
Open Ingest 9 SOpenTelemetry



DAVIS
deterministic Al engine

nnnnnnnnnnnn



Better data makes Dynatrace A.l. and massive automation possible

Users
Apps
Services

Code

Automated problem detection

Business impact determined

Root cause explained

Server

Logs No alert storms

Network
Trigger self healing
Custom

Completely automated
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Dynatrace Positioned as a Leader in

Gartner Magic Quadrant for

Application Performance Monitoring™ -

@ Cisco (AppDynamics)
@ NewRelic

Dynatrace is furthest

Riverbed

in both dimensions e e
within the Leaders
Micro Focus ®
Quadrant .
ManageEngine
L’::: @ @ Tingyun
(&)
5
=
=
*Gartner, Magic Quadrant for Application Performance 2
Monitoring, Charley Rich, Federico De Silva, Sanjit Ganguli, COMPLETENESS OF VISION As of February 2019 © Gartner, Inc
14 March 2019 Source: Gartner (March 2019)

This graphic was published by Gartner, Inc., as part of a larger research document and should be evaluated in the context of the entire document. The Gartner document is available upon request from Dynatrace.
Gartner does not endorse any vendor, product or service depicted in its research publications, and does not advise technology users to select only those vendors with the highest ratings or other designation. Gartner research publications consist of the
opinions of Gartner's research organization and should not be construed as statements of fact. Gartner disclaims all warranties, expressed or implied, with respect to this research, including any warranties of merchantability or fitness for a particular
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Why Red Hat and Dynatrace?

adyﬂatrace Platform Solutions News Company Services & support Q | SaaSlogin Free trial

: RED HAT
Red Hat OpenShift OPENSHIFT

Bringing Docker and Kubernetes to the enterprise

Red Hat and Dynatrace Partnership

While containers allows companies to accelerate the creation and deployment of apps, the decoupled nature of containerized services and applications
require a more sophisticated performance monitoring approach. Dynatrace addresses this need with an all-in-one, fully automated, Al-powered
monitoring solution that allows you to quickly and easily gain insight into the health of your applications and OpenShift environment, and proactively fix
problems before they impact users. Together, Dynatrace and Red Hat are redefining the way microservice environments are managed and monitored.

"Beyond years of industry knowledge in the APM
space, Dynatrace offers one of the best solutions
I've seen for monitoring applications running on
OpenShift. What really distinguishes them from
others is the use of artificial intelligence based
root-cause analysis. OpenShift is a platform to
allow you to run decoupled services and
applications, which can be a monitoring
nightmare, but Dynatrace's insights makes it less
scary.”

-Chris Morgan, Technical Director for OpenShift
Partner Ecosystem, Red Hat
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How? Dynatrace OneAgent Operator

Dynatrace OneAgent Operator

OneAgent Dynatrace
CustomResource OneAgent DaemonSet
Operator
Sl oM ii—i=
-/’
watch ' rollout
changes ‘ ‘
" ~ trigger
greevesessedeansnsensunse
update—~———: : -
query : ¥y 9 -
All hosts version Licessnuasasssnssnanaaa e |
Search a 20 hosts OneAgent Pods
Filtered by.
Al a2 = Dynatrace Cluster
v State
Running 42 State CPU usage Memory usage Disk latency Network traffic
Running 12% 35 2% of 78.5 GB 293 ms 2.02 Mbit/s
iMasitoans crade Running 2% 24 % of 78.5 GB 143 ms 16.7 Mbit/s
Full stack 42
Running 64 9% 20 % of 78.5GB 4.02ms 1.28 Mbit/s
Running 1% 26 % of 78.5 GB 13 ms 1.28 Mbit/s
v lype
VMware 37 Running 129% 35% of 785 GB 452 ms 2,48 Mbit/s
Physical host 1 Running 10 % 22 % of 72.5 GB 153 ms 211 Mbit/s
LPAR 3
Running 16 % 20 % of 157 GB 4 ms 742 Mbit/s
Running 74 % 20 % of 157 GB 2ms 170 Mbit/s
v Tags
K2 Contamer Name 30 Running 5.07 % 17 % of 157 GB 10 ms 3.5¢ Mbit/s
K8s Base Pod Name 30 Running 1.86 % 20 % of 157 GB 4ms 1.67 Mbit/s
R e 20 RS ;“‘ y o, YR Running 732 % 16 % of 157 GB 4.9 ms 276 Mhit/s
ST S A O S
RN T SR Ry '\? BT
-'- e Running 245 % 19 % of 157 GB 116 ms 242 Mbit/s
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Why Red Hat and Dynatrace?

OPENSHIFT

Full Stack - Powered by Dynatrace One Agent
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Dynatrace: Openshift cluster overview

Openshift AWS

Mults cloud application plattorm
Cluster Utifization NIV

Please provide fezdback and find planned enhancements at Dynatrace answers A,

Cluster utilization

6.5 Cores total

O = 3.01 Cores requested
= 3.9 Cores available

29,5 GB total memory

O = 776 GB requested
= 217 GB available

Cluster utilization (3 cluster nodes)

CPU requests Memory requests

100:% & Cores 00 37368
6 Cores 5% 278 GB
S0 4 Cores D% 85 GB
2Cores > 071 GB
LR 0 mCores op
1430 aas 1500 1315 1530 1545 1600 1615 430 1245 1500 1513 1530 154 1600 ¥
~ CPU requests (%) CPU total ' Memory requesss (% Memory total
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Problems

&y Www.easytravel.com: User action duration degradation

*  Problem 506 detected at 07:58 (open for 32 minutes). This problem affects real users.

Affected applications Affected services u Affected infrastructure

1 9 2

Davis analyzed

Ry 222513,—108 dependencies

Business impact analysis Root cause

An analysis of all affected service calls and impacted real users during the first 33 minutes of the problem shows the following potential impact. Based on time correlation and analysis of all transactions that use these components, this issue has the followin;

- CheckDestination
PN\ 452M vice
‘ Affected service calls
Vv Show more H 2 Response time degradations To
Service Ch on slow down

Events on:
Service Check

L I I I ‘ Analyze code level, database calls, and outgoing requests. Analyze response time degradation

w ww.easyt ravel.com

> -9

1 impacted application

29.2 User actions per minute impacted

User action duration degradation 2 CPU saturations 01 - 08:2
The current response time (2.63 s) exceeds the auto-detected baseline (1.39 s) by 92 % CPU ion
Affected user actions User action T
29.2 /min Loading of page /orange jsf Deployment T 05:0
Browser Geoclocation 0s Deployment ¢
All Al All I

s

Metric anomalies detected
Comments

Visual resolution path
Click to see how we figured this out

&

No comments posted

#RedHatOSD
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Davis: When something fails, find out: WHERE, WHY and HOW,; FASTER!

You will break things G @
Minimize disruption during cloud \

migration and prevent delays
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Service Flow - WHERE to break the monolith?

Service flow

~m-m Showing service flow of requests of 'Stares (/shop)’

Infrastructure

. T 2
<« Today, 13:56 - 15:56 (2 Hours) «~ P Througnput @ Stores (/shop)
Requests 40 of 285
Fziled requasts 0of 285
Create filter tor Response time fram ms to ms Can Filter service flow to show only those transactions that

contzin the current call chain

Filter service flow

N See every single request in
D3I OsU —— PurePath view

10 % response time contribution 34 % resgonse time contribution .
== - View PurePaths

_l—l— Understand and analyze which
| 2l b4 II [® web requests are the most

— — = . expensive and most frequently
14 % call © Pl B ot iR TN B Requests to unmonitored ... called
o *
11= £.5 % response time contnbution 019 response time contribution
per request o ‘ View web requests
AVErage 1ESPONse time 199s
Requests 2

v show more
v

v
@ Stores (/shoj € ESpotDataHandler > 3 sarvices ~ 25 3
b/ i} 3 proxy chains

Average response time 3075 8.8 % respanse time contribution 9 ﬁ&-&?m’ﬁm ?

Requests 235 S—

Is
°
Je

sl
»

@ EspotDataHandler

Requests calling | e et o ]

BT AR VT 3
@ m&tfm&§m§ UE2 Osu Avg response time 195 s
% > . > Ave time spent in called services 322 ms
71 % response time contribution 39 % response time contribution Requests 42
== - 15 -
Failed requests c
Calls to other services 208
s See avery single requast in
e . 3
o PurePath view
1 o 5 c. 9 —
2 19 services v i 4 services v -
&) g . & > . ‘ View PurePaths
77 % response time cantribution 02 % response time contribution
-— '

Understand and analyze which

I I m web requests are the most
m I = avnencive and macr fronuantiu
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Purepath — Code Level Detail

Transactions & services Stares (/shop) Details PurePaths PurePath

‘Stores (/shop)' PurePath

Star Breakdown of PurePath processing time

Response time
277s

Total processing time
18 5

Timing

/shop/us

Show in fullscreer | | Close details

e e Summary Timing Errors Analyze
ne g 1€ ),
=7 AND storerel s - .
15P0... v 10 g “04ms  268ms s o— *
rinternalschadulers.ScheduledAction
[ s
ENTNVE, DMACTIVIT. o v 2Vstack fiames  expa
SPOTDEF ON {EMS20 getinputStream . -
Metadata SR olbttD o +334 ms 942 ms 167 5 I
EMENT, DMELEMENTNVP, DMACTI... R
= L DME VPDMACT ! v & Synchronous invocation
2x SELECT _. FROM storerel, strelttyp ¥ E storerzl.store_id=? AND storer. findByName
iy Y 1 m -
a5 i Vs +334 ms 1675 w—
FROM STOREENT 10, STORE t1 WH N i
v | Asynchrenous invocation
FROM SETCURR W (SETCCURR =7) |
v Sstackframes co
SELECT .. FROM LANGUAGE WHERE (LANGUAGE_ID - ?) TR
ELECT .. FROM TRANSPORT WHERE (TRANSPORTID = 7
run
3 ent ThreacdPoolExe < ke
FROM TRANSPORT T1 WHERE "4 xesarswuss!
ELECT ... FROM STORETRANS T1 WHERE (TLTRANSPORT.ID=?) AND (TL...
ECT ... FROM STORETRANS Tt WHERE {T1L.STORE |D=2) AND (T1TRAN.
call
2» SELECT . FROM STOREDEFCAT, CATALOG WHERE STOREDEFCATSTOR z bolbird 3R Z2ERRE
o un 3
v < 1N ms 5ms
reinternalachadulers SeheduedAction s Hm Té:me 4
v Distack friames  expa
v

dynalrace
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Real User Monitoring

£ last2hours

T75VPOU2IQ

re outlinad below.

1anonymous

Analyze sessions based on 1P address

Startedat v P ac

16:16:24 10.67.64.10

©

>ession detalls

ation: Today, 16:16 - 16:53 (37 min 24

P address
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Company Facts
SNAM S.p.A. - la principale utility regolata del gas in Europa

Business Needs
Monitoraggio delle nuove applicazioni re-ingegnerizzate su piattaforma Openshift in termini di:
* Monitoraggio della disponibilita e delle performance relative alle componenti applicative sviluppate su modello micro-
servizi — es. JARVIS, nuovo portale dei servizi applicativi del’'area Commerciale di SNAM
* Monitoraggio delle applicazioni containerizzate su PaaS - es. Portali Istituzionali Web di SNAM
+ Discovery e modeling automatico delle relazioni fra i micro-servizi
* Monitoraggio Full Stack all'interno delle tecnologie PaaS
» Correlazione con metriche di dettaglio provenienti dall'infrastruttura: es. integrazioni con VMware vCenter, Kubernetes
+ Elaborazione attraverso tecnologie di Intelligenza Artificiale delle relazioni tra gli elementi monitorati in tempo reale, a
supporto dei processi di Incident & Problem Detection, Root Cause & Business Impact Analysis
Benefici attesi:
* Business — ottimizzazione della esperienza utente
* Development — supporto nelle attivita di fine-tuning delle performance applicative
» Operations — gestione delle infrastrutture ottimizzata, miglior controllo delle complessita, agilita nella gestione degli alert
applicativi ed infrastrutturali

Solution
Adozione della piattaforma Dynatrace per monitorare i nuovi servizi PaaS, con particolare focus sull’applicazione Jarvis sviluppata
su modello micro-servizi

Project Success Factors

Capacita della piattaforma Dynatrace di realizzare un monitoraggio end-to-end del servizio, identificare automaticamente la root
cause dei problemi fino a livello di codice applicativo e consentire di intervenire tempestivamente minimizzando il rischio di impatto
sull’esperienza utente
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The Ease & Efficiency of an All-In-One Approach

Costly, do-it-yourself approach...

AlOps Log

Infrastructure

Automatic, all-in-one approach...

I Simplicity
I Speed

Efficiency

Confidential
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